


























	RE: "Request for Information and Comment on Financial Institutions' Use of Artificial Intelligence, including Machine Learning"1Office of the Comptroller of the Currency Docket ID OCC-2020-0049Board of Governors of the Federal Reserve System Docket No. OP-1743Federal Deposit Insurance Corporation RIN 3064-ZA24Bureau of Consumer Financial Protection Docket No. CFPB-2021-0004National Credit Union Administration Docket No. NCUA-2021-0023
	To Whom It May Concern:
	Question 1: How do financial institutions identify and manage risks relating to AI explainability? What barriers or challenges for explainability exist for developing, adopting, and managing AI?
	Question 2: How do financial institutions use post-hoc methods to assist in evaluatingconceptual soundness? How common are these methods? Are there limitations of these methods (whether to explain an AI approach's overall operation or to explain a specific prediction or categorization)? If so, please provide details on such limitations.
	Question 3: For which uses of AI is lack of explainability more of a challenge? Pleasedescribe those challenges in detail. How do financial institutions account for and manage the varied challenges and risks posed by different uses?
	Question 4: How do financial institutions using AI manage risks related to data quality and data processing? How, if at all, have control processes or automated data quality routines changed to address the data quality needs of AI? How does risk management foralternative data compare to that of traditional data? Are there any barriers or challenges that data quality and data processing pose for developing, adopting, and managing AI? If so, please provide details on those barriers or challenges.
	Question 5: Are there specific uses of AI for which alternative data are particularly effective?
	Question 6: How do financial institutions manage AI risks relating to overfitting? What barriers or challenges, if any, does overfitting pose for developing, adopting, and managing AI? How do financial institutions develop their AI so that it will adapt to new and potentially different populations (outside of the test and training data)?
	Question 8: How do financial institutions manage AI risks relating to dynamic updating? Describe any barriers or challenges that may impede the use of AI that involve dynamic updating. How do financial institutions gain an understanding of whether AI approaches producing different outputs over time based on the same inputs are operating asintended?
	Question 9: Do community institutions face particular challenges in developing, adopting, and using AI? If so, please provide detail about such challenges. What practices are employed to address those impediments or challenges?
	Question 12: What are the risks that AI can be biased and/or result in discrimination onprohibited bases? Are there effective ways to reduce risk of discrimination, whetherduring development, validation, revision, and/or use? What are some of the barriers to or limitations of those methods?
	Question 13: To what extent do model risk management principles and practices aid or inhibit evaluations of AI-based credit determination approaches for compliance with fair lending laws?
	Question 16: To the extent not already discussed, please identify any additional uses of AI by financial institutions and any risk management challenges or other factors that may impede adoption and use of AI.
	Question 17: To the extent not already discussed, please identify any benefits or risks to financial institutions' customers or prospective customers from the use of AI by those financial institutions. Please provide any suggestions on how to maximize benefits or address any identified risks.



