


and often closely guarded by the companies that develop them. This lack of transparency makes it
difficult for fair lending advocates, researchers, and others to assess the impact models have on
protected classes. We urge the Agencies to provide more guidance and adopt a robust process for
analyzing the fair lending and consumer protection risks posed by these models.

1. Introduction

A. What is artificial intelligence?

The RFI did not address a basic but important level-setting question: “What do we mean by the term
‘artificial intelligence?’” The RFI does not include an explanation of the term nor does it ask
commenters for a definition. This is understandable given that, as noted by the White House National
Science and Technology Council (NSTC), there does not appear to be a universally agreed upon
definition.?

An NSTC report described how Al has been “defined loosely as a computerized system that exhibits
behavior that is commonly thought of as requiring intelligence.”® Similar definitions involve the concept
of getting computers to do things requiring “intelligence.”* But that begs the question of what does it
mean to engage in a task or behavior with intelligence?

The difficulty in defining what is Al is compounded by:

e The lack of transparency as to what exactly is being used by different actors—we can’t define
something if we don’t have enough information about it.

e The fact that the terms "artificial intelligence,”" "machine learning," and "algorithms" are often
used interchangeably for all sorts of different applications.

e There are different “levels” of artificial intelligence—from simple chatbots that can only provide
information in response to simple queries all the way to software guiding robots that will adapt
to dynamic real-world environments.

e There is also a tendency to conflate alternative data, which is the actual pieces of information
being used, with Al, which involves the method of analyzing and using the information.

The lack of a definition for Al is understandable, but it is also problematic. There may be incorrect
assumptions that the use of Al necessarily makes a system more accurate or predictive, or that it is

2 See National Science and Technology Council, Preparing for the Future of Artificial Intelligence, October 2016, p.
6 (“There is no single definition of Al that is universally accepted by practitioners”).
3

Id.

4 The consulting firm Deloitte has described Al as “concerned with getting computers to do tasks that would
normally require human intelligence.” https://www2.deloitte.com/se/sv/pages/technology/articles/part1-
artificial-intelligence-defined.htm.

Deloitte also notes a similar description from Alan Turing, considered the father of the modern computer: “Alis
the science and engineering of making intelligent machines, especially intelligent computer programs”
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Data used for credit decisions must comply with the requirements of the Equal Credit Opportunity Act
(ECOA) and the Fair Credit Reporting Act (FCRA) to be accurate and predictive of creditworthiness.”
Unlike traditional credit scores, which also display racial disparities but under a business necessity
analysis may be used to predict credit quality, with Big Data it is unclear how data gathered from social
media, online behavior, and by other means measures creditworthiness.’* Moreover, the newer Al
models may not be a less discriminatory alternative to traditional credit scores, especially if the model is
not tested or validated.

As these models evolve, and newer sources of data are mined, more scrutiny is needed to ensure that Al
models do not replicate existing biases and perpetuate discrimination. As a Federal Reserve article
noted, “statistical models have the potential to increase consistency in decision making and to ensure
that the results are empirically sound, depending on the data analyzed and the underlying assumptions,
models may reflect and perpetuate existing social inequalities . . . . [T]he fact that an algorithm is data
driven does not ensure that it is fair or objective.”*® The Agencies should use their supervision authority
to ensure that creditors routinely evaluate data sources including those relied on by vendors or third
party providers as part of the larger fair lending evaluation of the outputs generated by the models.

C. Fair lending and civil rights laws provide a framework for addressing the systemic risks posed
to consumers by Al and machine learning models.

Federal credit discrimination laws have been used for decades to challenge unfair and discriminatory
credit practices. Financial institutions are evaluated for compliance with fair lending laws. The
framework developed by regulators for supervision and enforcement of fair lending laws, particularly
disparate impact, should be used to evaluate the risks to consumers posed by this newest technology.
The Agencies should issue additional detailed guidance on how the current framework can be adapted
to assess financial institutions’ use of Al and machine learning models.

The Equal Credit Opportunity Act (ECOA) prohibits discrimination on the basis of race, color, religion,
national origin, sex, marital status, age, receipt of income from public benefits, or exercise of rights
under consumer credit protection statutes.!® The Act makes it unlawful to discriminate in any aspect of
a credit transaction. Under Regulation B this prohibition includes making any oral or written statement
in advertisement or otherwise that would discourage a reasonable person from making or pursuing a
credit application.” The Fair Housing Act (FHA) prohibits discrimination on the basis of race, color,
religion, national origin, sex, familial status, or disability in residential real-estate related loans.®
Discrimination in advertising regarding the sale or rental of a dwelling, including related to mortgage
credit, is prohibited.™

13 ECOA, 15 U.S.C. §§1691 et seq.; FCRA, 15 USC §§ 1681 et seq.

14 see National Consumer Law Center, Past Imperfect: How Credit Scores and Other Analytics “Bake In” Past
Discrimination and Perpetuate It, May 2016 (African American, Latinx, and Asian consumers have lower credit
scores as a group than whites).

1> carol Evans, Board of Governors of the Federal Reserve System, Keeping Fintech Fair: Thinking about Fair
Lending and UDAP Risks, Consumer Compliance Outlook (Second Issue 2017) at 4.

16 15 U.5.C. §§ 1691 et seq. See also 12 C.F.R. § 1002.2(z).
17 See 12 C.F.R. § 1002.4(b).

18 42 U.5.C. §§ 3601 et seq.

1942 U.s.C. § 3604(c ); 24 C.F.R. 100.75(c )(3).






The disparate impact standard is flexible enough to respond to the latest innovations in the credit
market, as it has in the past. Under the three-step analysis, if testing of an Al model used in
underwriting reveals that it disproportionately disadvantages a protected class, and produces inaccurate
results that are not predictive of credit quality, there is not a legitimate business justification for using
such a model. Moreover, even if the Al model were accurate and predictive, it could be that a more
traditional credit assessment is a less discriminatory alternative.

The Agencies should require financial institutions to test Al models used in underwriting and other parts
of the credit transaction to ensure the outputs are empirically derived, statistically sound and accurately
predict risk or achieve other valid objectives. Al-based underwriting models should also be subject to
routine monitoring for discrimination to account for drift or changes in the model. The potential of this
technology to increase access to credit does not call on the Agencies to abandon a rigorous fair lending
evaluation or water down long-held and workable standards.

D. Current regulatory efforts fall short of protecting consumers from unlawful discrimination due
to financial institutions’ use of Al and machine learning models in credit underwriting and
disclosures.

We urge the Agencies to put a robust regulatory process in place to monitor the use of Al and machine
learning models by financial institutions. Companies should not be exempt from supervision or
enforcement actions if their credit models produce discriminatory results. Instead the Agencies should
learn from past actions that eased regulatory oversight increases the risk to consumers. Specifically:

No Action Letter to Upstart Network. The CFPB issued No Action Letters to Upstart Network
(“Upstart”). Upstart makes consumer loans, including private student loans, and sells its underwriting
technology to other banks. It bills itself as “a leading artificial intelligence (Al) lending platform designed
to improve access to affordable credit while reducing the risk and costs of lending for our bank
partners.”® It uses a “machine learning model that uses over 1,500 variables to make credit and pricing
decisions.”?® Although Upstart’s algorithms are proprietary, it advertises its ability to “leverage 1000+
data points” when making credit decisions.?’” Educational data—such as standardized test scores,
degree attainment, and school attended—are some of those datapoints.?

In 2017, Upstart applied to the CFPB’s No-Action Letter program so that it could continue lending
without fear that the CFPB would bring an enforcement action against it for ECOA and Regulation B
violations. Upstart claimed it needed a No Action Letter to “address regulatory uncertainty surrounding
the sufficiency of its efforts to ensure compliance with ECOA and Regulation B, with respect to a model
for underwriting applicants for unsecured non-revolving credit who would otherwise not receive such
credit on as favorable terms.”? The application detailed testing Upstart had done to demonstrate the
expanded access to credit consumers would receive under the Upstart model as compared to the
traditional credit model. It also stated that Upstart had done disparate impact testing and had not
found unlawful disparate impact. Upstart confidentially provided the results of that testing to the CFPB.

25 Upstart: Investor Relations, Upstart (last viewed July 1, 2021) https://ir.upstart.com/.

26 | etter from Dave Girouard, Upstart, to Senators Brown, Warren, Menendez et al, attachment at 4 (Feb. 28,
2020) https://www.banking.senate.gov/imo/media/doc/Review%20-%20Use%200f%20Educational%20Data.pdf.

27 credit Decision API, Upstart (last viewed July 1, 2021) https://www.upstart.com/for-banks/credit-decision-api/
28 Girouard Letter, supra n. 26, attachment at 4-5.

29 ypstart No-Action application to the CFPB (Sept. 2017)
https://files.consumerfinance.gov/f/documents/201709_cfpb_upstart-no-action-letter-request.pdf
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Fair Housing Act.*® In its lawsuit against Facebook, HUD alleged that, even if an advertiser did not try to
exclude members of a protected class, Facebook’s artificial intelligence systems “may systematically do
so in an effort to maximize its own profits.”*” According to HUD’s Charge of Discrimination, Facebook’s
“ad delivery system will not show the ad to a diverse audience if the system considers users with
particular characteristics most likely to engage with the ad.”*® Facebook “uses machine learning and
other prediction techniques to classify and group users so as to project each user’s likely response to a
given ad” and, in doing so, “inevitably recreates groupings defined by their protected class.”*

The Washington Post has reported that HUD is also reviewing Twitter’s and Google’s practices for similar
violations, suggesting that housing discrimination by Al-powered advertising platforms is not limited to
Facebook and could be widespread.*® And the problem extends beyond housing as an affiliate marketer
peddling rip-off products and misleading ads explained to a reporter, “Affiliates once had to guess what
kind of person might fall for their unsophisticated cons, targeting ads by age, geography, or interests.
Now Facebook does that work for them.”>!

Targeted online marketing of financial products poses many of the same risks identified by HUD in its
housing action against Facebook, namely steering and digital redlining. The Agencies should provide
guidance on how financial institutions can monitor the marketing of credit products online. As
mentioned above, both the ECOA and FHA apply to advertising. Creditors engaging online advertising
platforms that use Al should be charged with understanding which audiences are reached by their
advertisement, such that the solicitations are not targeted based on prohibited characteristics or proxies
for these characteristics, even if not what the creditor intended. Regulatory supervision should involve
a fair lending review of online marketing strategies to ensure consumers are offered credit on the best
term they qualify for regardless of the nature of the solicitation.

46 Tracy Jan & Elizabeth Dwoskin, HUD Is Reviewing Twitter’s and Google’s Ad Practices as Part of Housing
Discrimination Probe, Washington Post (Mar. 28, 2019),
https://www.washingtonpost.com/business/2019/03/28/hud-charges-facebook-with-housing-discrimination/.

47 valerie Schneider, Locked Out by Big Data: How Big Data, Algorithms and Machine Learning May Undermine
Housing Justice, 52 Colum. Hum. Rts. L. Rev. 251, 289 (2020).

48 Charge of Discrimination 9 19, Facebook Inc., No. 018-0323-8 {Dep’t of Hous. & Urban Dev. Mar. 28, 2019},
https://www.hud.gov/sites/dfiles/Main/documents/HUD_v_Facebook.pdf.

49 1d. 9 20.

>0 Tracy Jan & Elizabeth Dwoskin, HUD Is Reviewing Twitter’s and Google’s Ad Practices as Part of Housing

Discrimination Probe, Washington Post (Mar. 28, 2019),
https://www.washingtonpost.com/business/2019/03/28/hud-charges-facebook-with-housing-discrimination/.
>1 7eke Faux, How Facebook Helps Shady Advertisers Pollute the Internet, Bloomberg (Mar. 27, 2018)
https://www.bloomberg.com/news/features/2018-03-27/ad-scammers-need-suckers-and-facebook-helps-find-
them
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B. Agencies should monitor the use of Al and machine learning models in credit underwriting to
guard against price discrimination and inequitable access to credit.

The use of algorithmic models in credit underwriting and decision-making is growing. Developers have
been marketing their software to a diverse array of credit providers.>? Zest, for example, has been
working with companies and industries as diverse as Freddie Mac® and auto dealers.>*

The use of Al models allow creditors to consider additional data points, beyond the traditional credit
score, to enable risk-based pricing.>® While denial of credit is still an issue, automated underwriting may
reduce denials for protected classes.>® For many consumers the primary risk posed by Al is now
discriminatory pricing. One recent study found that even though Al reduced racial disparities in loan
application rejection, it increased disparities in interest rates, especially for Black and Hispanic
borrowers:

Panel B makes evident that the winners from the new technology are disproportionately White
non-Hispanic and Asian—the share of the borrowers in these groups that benefit from the new
technology is roughly 10 percentage points higher than for the Black and White Hispanic
populations, within which there are roughly equal fractions of winners and losers. As we have
seen earlier, the Random Forest model is a more accurate predictor of defaults. Moreover, it
generates higher acceptance rates on average. However, it penalizes some minority race groups
significantly more than the previous technology, by giving them higher and more disperse
interest rates.>’

Another study found that Fintech lenders reduced but did not erase discriminatory lending patterns with
respect to the pricing of loans.>® Latinx and African American borrowers paid 7.9 and 3.6 basis points
more in interest for home purchase and refinance mortgages respectively because of discrimination.
These magnitudes represent 11.5% of lenders’ average profit per loan.>®

Stricter scrutiny is required regarding the pricing of financial products. Models used in credit
underwriting should be routinely tested for price discrimination. There is room for error in how models
are developed, and the data entered may be inaccurate or incomplete. These errors may change the

52 Penny Crossman, The Banks are Warming to Al Based Lending, American Banker, October 25, 2019.

>3 Bonnie Sinnock, Nat'l Mortg. News, Zest, Freddie Mac officially testing Al use in underwriting, Nov. 19, 2020,
available at https://www.nationalmortgagenews.com/news/zest-freddie-mac-officially-testing-ai-use-in-
underwriting.

>4 Becky Yerak, Wall St. J. (Online), Al Helps Auto-Loan Company Handle Industry's Trickiest Turn, Jan. 3, 2019,
available at https://www.proquest.com/newspapers/ai-helps-auto-loan-company-handle-
industrys/docview/2162731656/se-2?accountid=46320.

55 See National Consumer Law Center, Mortgage Lending § 6.2.2.2

>6 Kenneth Harney, Computerized underwriting appears fairer to minorities, Balt. Sun, Dec. 8, 2002 (“Freddie Mac's
current electronic system outperformed human underwriters in predicting later defaults, and produced net gains
of 29 percent in loan approvals for minority groups . .. .”).

57 Andreas Fuster, Paul Goldsmith-Pinkham, Tarun Ramadorai, and Ansgar Walther, Predictably Unequal? The
Effects of Machine Learning on Credit Markets at 36 (Oct. 2020), available at https://ssrn.com/abstract=3072038
>8 Robert Bartlett, Adair Morse, et al., Consumer Lending Discrimination in the Fintech Era, National Bureau of
Economic Research, Working Paper 25943, June 2019.

9 1d.
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model’s calculation of risk and the credit decision, and may be hard to uncover.®® With machine
learning models developers may not uncover errors in the data, or know how the variables are

combined or considered, or how the combinations are weighted or factored into the model’s output.®

Moreover, even with accurate data, seemingly neutral variables when used alone or in combination can
correlate with race, ethnicity, and other prohibited factors. Machine learning models process large
volumes of information, including a diverse set of variables not traditionally used for credit
underwriting. These models will likely pick up subtle but statistically significant patterns that correlate
with race and other protected characteristics.®? Given enough data almost any input can be correlated
to a protected characteristic.*® In other words many inputs, when recycled through powerful and
sophisticated models, can become substitutes or proxies for protected classes.

Given this risk, the Agencies should step up their oversight of financial institutions using these models.
Lack of transparency in these “black box” models allows patterns of discrimination to go unrecognized
and unchallenged. Creditors should not benefit from this feature. The Agencies should require creditors
to test their models for bias, adopt less discriminatory alternatives to models that negatively impact
protected classes, and use its supervision and enforcement authority to identify and root out digital
discrimination.

C. More research is needed to understand the disparate impact of automated valuation models
(AVMs) in real estate financing.

Real estate finance depends on reliable appraisals. Property valuation is done with computer software,
either exclusively or in conjunction with a visit to the property. The software, called an automated
valuation model or AVM,% is based on data from traditional appraisals, public records, and private

60 See Fannie Mae Selling Guide, B3-2-01, General Information on DU (8/7/2018); B3-2-10: Accuracy of DU Data,
DU Tolerances, and Errors in the Credit Report (08/07/2019).

61 See Cary Coglianese et al., Regulating by Robot, Administrative Decision Making in the Machine Learning Era,
105 Geo. LJ. 1147, 1159 (2017).

62 see Moritz Hardt, How Big Data is Unfair, Understanding Unintended Sources of Unfairness in Data Driven
Decision Making, (Sept. 2014); Andrew Selbst, A New HUD Rule Would Effectively Encourage Discrimination by
Algorithm, Slate (August 19, 2019).

63 See Claire Miller, When Algorithms Discriminate, New York Times (July 9, 2015); Moritz Hardt, How Big Data is
Unfair, Understanding Unintended Sources of Unfairness in Data Driven Decision Making (Sept. 2014); Andrew
Selbst, A New HUD Rule Would Effectively Encourage Discrimination by Algorithm, Slate (August 19, 2019). See
also National Consumer Law Center, Big Data: A Big Disappointment for Scoring Consumer Credit Risk, at 18,
(March 2014).

64 The International Association of Assessing Officers defines an AVM as “A mathematically based computer
software program that market analysts use to produce an estimate of market value based on market
analysis of location, market conditions, and real estate characteristics from information that was previously and
separately collected. The distinguishing feature of an AVM is that it is a market appraisal produced through
mathematical modeling.” Available at https://www.iaao.org/media/standards/AVM_STANDARD_2018.pdf
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Iv. Question Regarding Equal Credit Opportunity Act

Question 15: The Equal Credit Opportunity Act (ECOA), which is implemented by Regulation B, requires
creditors to notify an applicant of the principal reasons for taking adverse action for credit or to provide
an applicant a disclosure of the right to request those reasons. What approaches can be used to identify
the reasons for taking adverse action on a credit application, when Al is employed? Does Regulation B
provide sufficient clarity for the statement of reasons for adverse action when Al is used? If not, please
describe in detail any opportunities for clarity.

The Agencies Should Ensure that Financial Institutions that Use Complex Al or Machine Learning
Models Comply with the ECOA and Regulation B by Providing Adverse Action Notices that Accurately
Describe the Factors Considered in Credit Decisions.

Under the ECOA’s notice requirements, creditors who take adverse action on credit applications are
required to provide applicants with either a written statement of reasons for such action or a written
notification of the right to such a statement !®® Regulation B and its official interpretations follow the
statutory mandate and make clear that general statements that simply say an adverse action was based
on the creditor’s internal standards or policies or that the applicant failed to achieve a qualifying score
on the creditor’s credit scoring system, are insufficient.’® Instead, specificity and accuracy is required.
The notice must state the specific reason for the adverse action.!” Also, the reasons disclosed must
relate to and accurately describe those factors actually reviewed, considered, or scored.'® No factor that
was a principal reason for the adverse decision may be excluded, even if the relationship of that factor
to creditworthiness may not be clear to the applicant.!® The Regulation B requirements are clear and
no further clarity is needed regarding the statement of reasons for adverse actions when Al or machine
learning is used.

The notice requirement fulfills the ECOA’s dual goal of education and consumer protection.''° First, as
described in the legislative history, consumers denied credit will learn how their credit application fell
short and this information provides an educational benefit.!! Consumers need to understand this
information so they can make a successful application for credit that is critical and consequential for life
outcomes. Beyond being told only that they do not meet a particular creditor’s standards, consumers
will benefit from knowing the specific factors reviewed and the specific reason for the denial of credit. If
the creditor acted in error based on misinformation or inadequate information, the statement of
reasons also gives the applicant a chance to correct the mistake.!?

Second, the notices may uncover whether the creditor’s decision was discriminatory. Discrimination is
hidden; it is difficult for consumers to detect whether they are being treated worse than other similarly

10515 y.s.C. 1691(d)(1)

106 Reg. B, 12 C.F.R. § 1002.9(b)(2).

107 Reg. B., 12 C.F. R. pt. 1002 app. C.

108 official Interpretations of Reg. B, 12 C.F.R. pt. 1002, supp. |, § 1002.9(b) (1)-2.
109 Official Interpretations of Reg. B, 12 C.F.R. § 1002.9(b) (2)-4.

10 Fischl v. Gen. Motors Acceptance Corp., 708 F.2d 143, 146 (5th Cir. 1983).
111 gee S, Rep. No. 94-589 (1976), reprinted in 1976 U.S.C.A.A.N. 403, 406.

112 gee id.
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situated applicants with different personal features tied to race, sex, or other characteristics protected
under the ECOA. A pattern of denial or other adverse action taken against consumers with certain
characteristics for specific reasons may, taken together, signal the need for further investigation. This
may assist Fair Housing/Lending organizations in determining whether and how to bring test cases.
Moreover, the act of disclosing specific identifiable reasons for an adverse action may discourage
discriminatory conduct. The Senate report for the ECOA amendments stated that a strict notice
provision was “[a] strong and necessary adjunct to the antidiscrimination purpose of the legislation, for
only if creditors know they must explain their decisions will they effectively be discouraged from
discriminatory practices.” 113

The adverse action notice required by ECOA highlights key issues regarding the use of alternative models
that rely upon Al or machine learning—transparency and explainability. Artificial intelligence or
machine learning models must be transparent and explainable to be effective. Consumers are entitled
to know what information is being used in credit determinations to evaluate them and how that
information is being used. Consumers should be able to review the information for inaccuracies so they
can dispute errors. Creditors who adopt Al or machine learning models must use approaches which
adhere to ECOA by providing adverse action notices that disclose, with specificity and accuracy, the
principle reason or reasons for the action taken.'** Opaque Al or machine learning models which fail to
meet this standard must be reengineered. Anything less undermines a core intent of ECOA and may
lead to discriminatory conduct by creditors.

V. Summary of Recommendations

Financial institutions’ use of Al and machine learning models may lead to unlawful discrimination and
abusive practices in the credit process, including in underwriting, pricing, and credit decisions. Machine
learning, the most powerful form of artificial intelligence, heightens this risk because it makes non-
intuitive connections using large volumes of data that result in decisions that may not be readily
understandable or explainable in an adverse action notice. Discriminatory credit practices will go
unrecognized and unchallenged. To ensure consumers have nondiscriminatory and equitable access to
credit the Agencies should:

e Conduct in-depth reviews of financial institutions’ use of Al, including assessments of
compliance with fair lending and consumer protection laws.

e Issue detailed guidance regarding the application of fair lending laws to Al and machine learning
models.

e Require that financial institutions routinely test their models to ensure the outputs are fair,
empirically derived, and statistically sound and accurately predict risk or achieve other valid
objectives.

e Ensure that financial institutions produce models that are explainable, non-discriminatory, and
comply with fair lending and consumer protection laws.

113 g Rep. No. 94-589 (1976), reprinted in 1976 U.S.C.A.A.N. 403, 406.
114 peg B, 12 C.F. R. pt 1002, app C
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e Engage a diverse group of stakeholders, including consumer advocates, civil rights organizations,
and impacted communities to provide input and feedback while Agencies’ build the regulatory
framework to evaluate the risk posed by Al and machine learning models.

e Ensure transparency by requiring financial institutions to share with their regulators and the
public as much information as possible on how their models work to allow for research and
independent assessment of discriminatory impact.

Conclusion

Discrimination in the credit market strips wealth and economic opportunity from individuals and
vulnerable communities. Much more is needed to ensure that every consumer has equitable and
nondiscriminatory access to credit. The Agencies should use their full supervision, enforcement, and
rulemaking authority to ensure that financial markets work for everyone.
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