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Abstract

Risk was first incorporated into monetary aggregation over thirty-five years ago,
using a stochastic version of the workhorse money-in-the-utility-function model.
Nevertheless, the mathematical foundations of this stochastic model remain shaky.
To firm the foundations, this paper employs a slightly richer probability concept
than standard Borel-measurability, which enables me to prove the existence of a
well-behaved solution and to derive stochastic Euler equations. This measurability
approach is long-established albeit less common in economics, possibly because the
derivation of stochastic Euler equations is new. Importantly, the problem’s economics
are not restricted by the approach. Consequently, the results provide firm footing for
the growing monetary aggregation under risk literature, which integrates monetary
and finance theory. As crypto-currencies and stable coins garner more attention,
solidifying the foundations of risky money becomes more critical. The method also
supports deriving stochastic Euler equations for any dynamic economics problem that
features contemporaneous uncertainty about prices, including asset pricing models
like capm and stochastic consumer choice models.
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1 Introduction

The clamor around crypto-currencies and stable coins might give the impression that the
topic of risky money is relatively new. In fact, over thirty-five years ago Poterba and
Rotemberg (1987) raised the issue and constructed a monetary aggregate accounting for the
fact that monetary assets may earn variable interest and such interest rates are risky. In a
series of papers, Barnett and his co-authors developed this theory of monetary aggregation
under risk (Barnett et al., 1991, Barnett, 1995, Barnett et al., 1997, 2000, Barnett and Liu,
2000, Barnett and Wu, 2005, Barnett et al., 2021). Other contributions to both the theory
and practice of including risk assets in monetary aggregates include Drake et al. (1999,
2003), Elger and Binner (2004), Binner et al. (2018), and Serletis and Xu (2024)." Like in
the deterministic theory, for example in Barnett (1980) and Anderson et al. (1997), the
money-in-the-utility function model—now defined to be stochastic—is the workhorse of
risky monetary aggregation, because it implicitly subsumes any reason to hold money
within the model. This literature extends aggregation to contemporaneously risky assets,
and at the same time generalizes the well-known Capital Asset Pricing Model (carm).”?
More recently, the ability to address risk has enabled credit cards, which are an important
source of liquidity, to be included in monetary aggregates for the first time (Barnett and Liu,
2019, Barnett and Su, 2019, 2020, Barnett et al., 2023, Barnett and Park, 2023, 2024a,b). For
China, the aggregates can be extended to other sources of consumer credit (Barnett et al.,
2022). Yemba (2022) uses risk-adjusted monetary user costs to study dollarization. Finally,
Duan et al. (2023) use the theory to include green bonds within monetary aggregates, which
could be of growing importance.

In addition to its workhorse role in risky monetary aggregation, many other mon-
etary and financial models—ranging from cash-in-advance to asset pricing models—are
special cases of stochastic money-in-the-utility-function (sM1Ur) models.3 For example,
stochastic decision problems that include monetary or financial assets have long been
used to address a variety of topics including asset pricing (Townsend, 1987, Hansen and
Singleton, 1983, Lucas Jr., 1990, Finn et al., 1990, Bohn, 1991, Bansal and Coleman II, 1996),
currency substitution and exchange rates (Imrohoroglu, 1994, Basak and Gallmeyer, 1999),
intertemporal substitution (Dutkowsky and Dunsky, 1996), monetary aggregation (Poterba
and Rotemberg, 1987, Barnett et al., 1997, Barnett and Serletis, 2000, Barnett and Wu, 2005),
money demand (Holman, 1998, Barnett and Xu, 1998, Choi and Oh, 2003), optimal monetary
policy (Chang, 1998, Chari et al., 1998, Boyle and Peterson, 1995, Calvo and Vegh, 1995,
Dupor, 2003, Canzoneri et al., 2006), and price dynamics (Lucas Jr., 1978, Den Haan, 1990,

'Restrepo-Tobén (2015) argues that accounting for risk is not critical for monetary aggregates as the risk
adjustment to monetary user costs is small; however, Binner et al. (2018) finds that riskier assets should be
incorporated in permissible monetary aggregates and that the adjustment is larger if forecasted returns on
risky assets are used.

*See Karatzas and Shreve (1998) for a textbook treatment of capm and a road map for the asset-pricing
literature.

3Deterministic money-in-the-utility-function models, cash-in-advance models, and other transaction cost
models of money are functionally equivalent (Feenstra, 1986).



Matsuyama, 1990, 1991, Hodrick et al., 1991). In each case, the usefulness of the model
depends on the derivation of the stochastic Euler equations that characterize the model’s
solution. However, these stochastic Euler equations are usually just assumed to exist.
Consequently, the validity and applicability of these models’ results is difficult to ascertain.

For the smrur model and other nested models, assuming the existence, uniqueness, and
other properties of solutions, including deriving stochastic Euler equations, is not immate-
rial. Solving stochastic dynamic models is not necessarily straightforward mathematically.
The situation is similar to the initial development of stochastic optimal growth models,
where solutions were assumed to exist, but in that case efforts were made quickly to put
the models on firmer footing.# This paper shores up the mathematical foundation of the
sMIUF model, and therefore the research that relies on it either directly or through the use
of a nested model. With the on-going development of crypto-currencies, strengthening the
foundations of how to approach risky money is particularly timely.

Specifically, this paper shows that under weak measurability conditions an unique
solution to the smIur model that satisfies a stochastic version of Bellman’s equation exists.
These measurability conditions follow Bertsekas and Shreve (1978), which provides stochas-
tic dynamic programming (pp) results that are more general that the measure-theoretic
approach that is standard in advanced economic approaches (Stokey and Lucas Jr., 1989).
These results are achieved by enriching the probability model underlying expectation
formation. The conditions are much weaker than the normal assumptions employed in eco-
nomics, both mathematically and economically. The conditions are weaker mathematically,
because the results are achieved by looking for solutions to the problem in a richer set of
candidate solutions, so the standard approach is enriched rather than restricted. Perhaps
surprisingly, the results from deterministic DP are generally still obtainable in this richer
space of solution candidates.

These results—the existence and uniqueness of a solution—have generally been assumed
in the sMIUF literature, despite the fact that nothing in the problem specification would
ensure such results hold. The one exception is the recent paper (Barnett et al., 2021);
however, that paper of necessity restricts the state space to be finite, which is a strong
assumption. Such a strong mathematical assumption imposes restrictions on the economics
of the problem. This restrictiveness is not unique; the usual additional assumptions made
to solve stochastic dynamic economic models—typically boundedness and compactness, or
more recent monotonicity conditions—also constrain the objective function and thus the
economics. Such restrictions may be acceptable in many applications, but the object of the
SMIUF literature is to support aggregation over risky “money”. Limits on the economic range
of the model, therefore, are not trivial because this objective is predicated on approximating
unknown aggregator functions. Consequently, there is a premium placed on the generality
of the results. So the fact that conditions assumed here are economically trivial, and do not
constrain the economic applicability, is critical.

Despite the advantages, this approach developed by Bertsekas and Shreve (1978) has
not been widely used in economics, likely because economic applications generally require

“For a recent review of the mathematical grounding of optimal growth models, see Spear and Young (2017).



the additional step of deriving stochastic Euler equations and such a derivation was not
available. This paper proves that under the richer definition of measurability the value
function inherits differentiability from the objective function, which allows the derivation of
stochastic Euler equations. Because the conditions are weak, and economically innocuous,
the results broaden the range of stochastic economic models both solvable by pp, and whose
solution can be characterized by dynamic first order conditions. To borrow a theme from
Ljungqvist and Sargent (2004, pg. 16, 19—20), the results contribute to the “imperialism”
of pp, which has allowed more and more dynamic economic problems to be formulated
recursively and solved through pp; specifically, this paper, although focusing on a single,
albeit general, model also provides a general apparatus for deriving the first order conditions
for recursive economic models under uncertainty without imposing strong restrictions.

Returning to the specific sMIUF model, the stochastic Euler equations derived depend
on a trade-off between an asset’s rate of return, risk, and liquidity, instead of depending on
just the usual monetary trade-off between return and liquidity.> The three-way trade-off
generalizes much of the voluminous asset-pricing literature in finance, where only the
two-dimensional trade-off between risk and return is considered.® In particular, these
stochastic Euler equations generalize the capm first-order conditions, wherein the trade-off
with liquidity is ignored (Barnett et al., 1997). Because of the generality of both the smIUF
model and the mathematical methods, this paper reinforces the validity of previous results
in both monetary and financial models, which depended on the (assumed) existence of
stochastic Euler equations.”

The organization of this paper is as follows. Section 2 presents the dynamic decision
problem. Section 3 lays out the measure-theoretic apparatus used to model expectations.
Section 4 discusses measurable selection, which is necessary for the P results. Section 5
reviews the stochastic Dp approach to solving the decision problem. Conditions guarantee-
ing the existence of an optimal plan that satisfies the principal of optimality are developed.
The optimal plan is shown to be stationary, non-random, and (semi-) Markov. Section
6 proves that differentiability of the solution follows from differentiability of the utility
function. This result combined with the results in the previous section formally supports
the derivation of the stochastic Euler equations. The last section provides a short conclu-
sion. Proofs are collected in the appendix except for the proof that the differentiability is
inherited by the value function, which is novel and the extension.

5The importance of this later trade-off has long been recognized (Tobin, 1958).

®An exception is Bansal and Coleman II (1996), who use liquidity to explain the equity premium puzzle
(Mehra and Prescott, 1985).

7Although this discussion emphasizes monetary and financial models due to the central importance of risk
in such models, the results also apply to other dynamic economic models that incorporate contemporaneous
uncertainty, such as models with search costs or information restrictions.



2 Household Decision Problem

The model is based on the infinite-horizon stochastic household decision problems in
Barnett (1995) and Barnett et al. (1997).% The model is general in that preferences are
defined over an arbitrary (finite) number of assets and goods, but the form of the utility
function is not specified. Results proven for this model, will hold for more restrictive SMIUF
models.?

Following the earlier papers, S(s), the consumption possibility set for any period
s €{t,t+1,...,00}, is defined to be
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where, for each period s, a; = (ays, ..., ax;) is a k-dimensional vector of planned real asset
balances where each element g;; has a nominal holding-period yield of p;, A, is planned
holdings of the benchmark asset which has an expected nominal holding period yield of
R, ¢ = (¢4, .-+ Cyg) is @ n-dimensional vector of planned real consumption of non-durable
goods and services where each element c;; has a price of pjs, I; is the nominal value of income
from all other sources, which is non-negative, and py is a true cost-of-living index defined
as a function over some non-empty subset of the p;.'® Prices, including the aggregate
price, p;, and rates of return are stochastic processes. Y is the feasible set RF+1 « C, where
C is the household survival set—a subset of the n-dimensional non-negative Euclidean
orthant—and R has the usual meaning; note that the construction allows for short-selling
as asset holdings can be negative.

For the stochastic processes, the information set must be specified. It is assumed
that current prices and the benchmark rate of return are known at the beginning of each
period and current interest on all other assets is realized at the end of each period. More
specifically, for all i, jand s, pjs, ps, Rs (and Ry_;) and p; sy are known at the beginning of
period s, while p;; is not known until the end of period s. Since their returns are unknown
in the current period, the assets, a,, are risky, while Ay is the risk-free asset. Despite the
uncertainty, the constraint contains only known variables in the current period, so the
consumer can satisfy (1) with certainty.

Again following the prior literature, the (representative) consumer maximizes their
intertemporally-additive utility, solving at time ¢,

00 1 s—t
>, (1_+§) u(a, )” )

sup i u(a;, ¢c) +E;
s=t+1

8Earlier versions of this model, both deterministic and stochastic, are in the papers collected in Barnett and
Serletis (2000).

9Similar results to the ones developed here, would apply to finite horizon versions, except that the optimal
policy would be time-varying.

°The assumption that a true cost-of-living index exists is trivial, because, the limiting case is a singleton so
that p; = p;«;, where p;.; denotes the price of a numéraire good or service. Note that the previous literature
denoted the vector of goods and services by x,.



subject to (a, ¢, Ag) € S(s) for all s € {t,t + 1,..., 00} and the transversality condition

. 1\
hrsri sup Et[<1_+§) As] =0, (3)
where the operator E[ | denotes expectations formed on the basis of the information
available at time ¢, and 0 < ¢ < oo is the subjective rate of time preference.'’ The form
of the utility function, u(-), is unspecified, but assumed to satisfy standard regularity
conditions. Further, the transversality condition rules out unbounded borrowing at the
benchmark rate of return. This decision problem resembles a standard money-in-the-utility-
function model, but in this stochastic decision problem the assets can be either monetary
or financial assets.

The deterministic version of this decision problem has been the core model underlying
monetary aggregation since Barnett (1977, 1980): See Anderson et al. (1997) for a summary.
It is also the foundation of most of the stochastic money-in-the- utility function models cited
previously. However, Barnett and Wu (2005) extended the model to relax the assumption
of intertemporal additive separability and Barnett and Su (2019) used this result in an
application incorporating credit cards.'?> This extension, which includes lagged terms
in the utility function, still assumes the existence, uniqueness and differentiability of a
solution; the results derived in this paper could readily incorporate this extension. Barnett
et al. (2021) considers recursive utility, which likely would not be covered by the results
here; the relation of that paper to this one will be discussed in the next sections.

3 Expectations and Dynamic Programming

The goal is to be prove that the decision problem defined by equations (1)-(3) has a unique
solution and to characterize the solution. As the model is recursive, Dp is the natural
candidate solution method.'3 Dp is especially appealing for stochastic problems where
states of the dynamic system are uncertain, because the pp solution determines optimal
control functions defined for all admissible states. But, for a stochastic model, care must
be taken to ensure that pp is feasible. Bertsekas and Shreve (1978, Chapter 1) and Stokey
and Lucas Jr. (1989, Chapter 9) discuss the requirements for implementing stochastic Dp in
more detail.

Solving the problem requires that a key gap is addressed. The decision problem defined
in equation (2) is not fully specified, as the expectations operator E;| | is not formally
defined. This present lack of definition is intentional as it reflects the sm1uF literature;
in particular, Barnett (1995), Barnett et al. (1997) and the subsequent literature using this

*See Drouhin (2020) for discussion of constant time preferences and methods to relax it.

?Although the results are characterized as relaxing intertemporal separability, the relaxation is actually
of the additive structure. Gorman’s overlapping theorem would imply that the current period is still weakly
separable (Nesmith, 2007).

3The seminal book is Bellman (1957). Other reference texts for pp include Sargent (1987), Stokey and
Lucas Jr. (1989), Bertsekas (2000), and Ljungqvist and Sargent (2004).



model, with the exception of Barnett et al. (2021), never formally define the (conditional)
expectations operator. Further structure is needed before P or any other solution technique
can be applied. In fact, the specification of expectations is intertwined with whether and
how the problem can be solved. The specification of expectations also affects how general
the problem is economically. In the rest of this section, different specifications will be
discussed, looking particularly at the implications for pp and the economic restrictiveness.
First, approaches that limit how risk or uncertainty enters the problem will be briefly
discussed. Then, the next subsection will cover the more general specification.

Contemporaneous certainty: One simple avenue to solve the model using DP is to
specify that all current state variables are known with perfect certainty and only
future states are uncertain. In that case, deterministic Dp results are applicable. It
might appear that the problem given by (2) is deterministic in the current period. But,
this is not the case; allowing asset returns to be risky introduces contemporaneous
uncertainty as the state variable in the next period is stochastic. If contemporaneous
certainty was assumed, it would imply that all asset returns are risk-free. Such an
assumption is not appropriate for financial models generally, and is nonsensical for
the literature expressly seeking to extend monetary aggregation to risky assets. This
illustrates, in a particularly strong fashion, how assumptions made to solve a problem
can affect the economics of the problem.

Finite or countable support: Alternatively, the stochastic processes could be assumed to
have finite or countable support. Such an assumption would imply that expectations
are weighted sums, rather than integrals against some measure. This specification
would imply that there are no issues with measurability in applying the pp algorithm.
Consequently, the the ability to solve the problem depends only on the problem’s
structure and the results from deterministic pp would apply (Bertsekas and Shreve,
1978, pp. 6). Such an approach is not uncommon in economics; for example, much of
the exposition in Ljungqvist and Sargent (2004) restricts the stochastic processes to be
Markov chains, so the deterministic results carry over.'4 Barnett et al. (2021) explicitly
assumes Choquet expectations; making this assumption (implicitly) restricts the
underlying stochastic processes because Choquet expectations are only defined for
finite or countable probabilities. However, assuming countability is stronger than
the norm in economics and finance, particularly when risk and financial decision-
making are the focus. For example, assuming countability does not meet Aliprantis
and Border’s (2006) dictum that “[t]he study of financial markets requires models
that are both stochastic and dynamic, so there is a double imperative for infinite
dimensional models”

Certainty equivalence: Another common approach is to assume certainty equivalence
hold. Going back to Simon (1956) and Theil (1957), the certainty equivalent ap-
proach consists of replacing stochastic processes with a deterministic function of the

4In other cases, Ljungqvist and Sargent (2004) allows infinite support, but assumes either i.i.d. or (condi-
tional) Gaussianity.



process—most commonly their current (conditional) expectations—and solving the
resulting deterministic dynamic program; see Van de Water and Willems (1981) for a
general formulation for both discrete and continuous problems. Under certain condi-
tions, the solution for the stochastic problem will be the same as this deterministic
version. However, the conditions are restrictive. First, certainty equivalence requires
that past and present decisions do not affect either the stochastic processes them-
selves or the information that the decision-maker would have about the processes
going forward (Duchan, 1974). Second, certainty equivalence effectively eliminates
the relevance of risk; as Parra-Alvarez et al. (2021) comment, “if risk matters, breaking
certainty equivalence is desired in order to account for the effects of risk” More
explicitly, under perfect certainty: a.) decisions are unaffected by risk that does not
change the deterministic function of the processes, and, b.) counterfactually, assets
do not exhibit any risk premia (Fernandez-Villaverde et al., 2016). To illustrate the
first point more concretely, under certainty equivalence, if the conditional expecta-
tion is used, then the choices made will not depend at all on variance or any other
higher-moment of the stochastic process. The implication is that the agent would
take no precautionary responses to hedge against risk in either savings or investment
decisions.'>. Fernandez-Villaverde et al. (2016) point out that the resulting lack of
any precautionary response to risk biases any welfare analysis. It is not surprising
that the second point follows as assumptions affecting welfare also affect structural
asset pricing (Alvarez and Jermann, 2004).

The general relation with risk is very relevant here. And these issues persist even
if certainty equivalence is only used as a linear approximation around a steady
state (see Diaz-Giménez, 2001, Aruoba et al., 2006). But the assumptions needed to
ensure certainty equivalence holds have further implications for the economics of
the decision problem. Certainty equivalence holds generally if the objective function
is quadratic and the dynamics and constraints are linear (Amman, 1996). With
additional assumptions on the conditional expectation of the stochastic processes,
certainty equivalence holds under such a Linear-Quadratic framework with a variety
of assumptions on the disturbances, starting with the classic assumption of additive
Gaussian noise used in Simon (1956), which is still common (see Ljungqvist and
Sargent, 2004, pp. 113-115), and under various extensions (e.g. Speyer and Gustafson,
1974, Akashi and Nose, 1975, Van de Water and Willems, 1981, Anderson et al., 1996,
Derpich and Yiiksel, 2023, among many others). Restricting the objective function to
have a quadratic form and the dynamics to be linear are clearly strong assumptions.
For utility functions, the quadratic assumption has very strong and counterfactual
implications (Pratt, 1964, Jappelli and Pistaferri, 2017); furthermore, fixing the utility
function to a particular form is inconsistent with how consumer aggregation theory
generally proceeds.

5See Ljungqvist and Sargent (2004, pp. 115) and Aruoba et al. (2006)



Although each of these approaches finds uses, each limits how risk affects the decision
and has further impacts on the economics. Perhaps as a consequence, it is common to use
the framework first introduced by Blackwell (1965) and assume that the disturbance spaces
are Borel spaces.

3.1 Measurability

Modeling risk by assuming that the disturbances are generated from a probability space
is more general than the specifications discussed so far. In this context, Borel spaces are
a rich probability model and assuming a Borel space structure arguably is the norm for
stochastic decision problems, particularly in economics following Stokey and Lucas Jr.
(1989). From assuming a Borel space structure, it follows that the decision and constraint
spaces for the infinite-horizon problem are also Borel spaces. As discussed above, since
the underlying probability space is assumed to be uncountable, the expectation operator
becomes an integral against some probability measure. Consequently in this case, applying
DP hinges on measurability issues. Unfortunately, Borel-measurability is not necessarily
maintained under the pp algorithm. At a high level, if expectations are defined on Borel
spaces, applying DP to solve the model requires either just assuming measurable selection
is feasible or adding various compactness and (semi-)continuity assumptions. These later
assumptions are mathematically strong. In addition, compactness and the necessary
continuity assumptions implicitly constrain the economics.

It is worth noting that the results generally available after assuming compactness
and continuity may still be lacking. As a relevant example, assuming compactness rules
out classical stochastic Linear-Quadratic control problems (Bertsekas and Shreve, 1978,
pp- 12); the reason is that in the classic specification of such problems, the choices can
influence the distribution of the stochastic states'® The inability to handle models where
current decisions affect either stochastic distributions or the available information about the
distributions is a general restriction. Therefore, using this approach to stochastic decision
problems arguably could produce results subject to a kind of ‘Lucas critique’ because the
potential for choices to change risk has to be ruled out a priori. After discussing issues
with compactness and continuity in the next two subsections, the feasibility of measurable
selection is addressed in the following section by using a richer probability structure than
Borel spaces.

3.1.1 Compactness

Compactness is natural starting place when looking to extend results from deterministic
or countable contexts. As Tao (2008, pp. 168) details, in metric or probability spaces
compactness is a “powerful property” that implies the infinite dimensional space is “almost-
finite” in that sets in the space exhibit properties similar to finite sets (See also Aliprantis
and Border, 2006, pp. 37-41). In finite-dimensional spaces, compactness is equivalent to
being closed and bounded; compactness immediately extends the Weierstrass theorem

16As a result, certainty equivalence also does not hold.



on the existence of optimums for continuous functions over closed and bounded sets to
infinite dimensional spaces. But, as Luenberger (1969, pp. 39) states, “the restriction to
compact sets is so severe in infinite-dimensional normed spaces” that the extension applies
to only “the minority of optimization problems.”

Given the mathematical strength of the assumption, it is not surprising that compactness
also affects the economics of a decision problem. If either the objective function itself or
the state space is assumed to be compact, optimal solutions will be bounded.'” But such
assumptions rule out certain formulations of economic problems. This could include Linear-
Quadratic decision problems where certainty equivalence does not hold. But more basically,
many relatively common economic dynamic problems are unbounded, including constant
returns to scale growth or more generally any growth problem where the technology
permits sustained growth over the infinite horizon (Stokey and Lucas Jr., 1989, Takayama,
1985, pp- 87; 92—84 and pp. 577-578 respectively). Solving such problems, either involves
imposing boundedness on the economics or seeking a method that does not assume
compactness.

Compactness has implications for the economics beyond just boundedness. Compact-
ness limits the feasible set and rules out certain investment strategies. For example, Page
and Wooders (1996) connects compactness to no unbounded arbitrage. Ruling out arbitrage
may be sensible, but it is better to be aware of doing so rather than implicitly doing so
unawares. Gutiérrez (2009) and Andrikopoulos (2013) detail even more nuanced connec-
tions between compactness and preferences. Solving a stochastic dynamic programming
problem hinges on measurability issues. Compactness is such a strong assumption that it
can solve them, but it is not a solution tailored to the problem; it is not surprising that it
has far reaching implications beyond measurability.

3.1.2 Continuity

Despite its strength, compactness is not sufficient. Certain continuity assumptions, or at
least semi-continuity assumptions, must still be layered on top of it. Importantly, these types
of continuity assumptions must be made not about the utility function or objective function
more generally, but rather on the value function whose existence is not even certain. Such
assumptions arbitrarily restrict the value function. Assuming (semi-)continuity of the value
function is much stronger than just assuming preferences are (semi-)continuous, because
(semi-)continuity of the utility function does not generally imply (semi-)continuity of the
value function. Furthermore, in the context of asset decisions, imposing continuity of the
value function rules out a variety of investment strategies or solutions which would involve
switching or other discontinuous behavior.

"These assumptions do not necessarily mean restricting to finite solutions as a compactification the real
numbers could be used to include infinite outcomes.
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4 Measurable Selection

The challenge with taking a measure theory approach to stochastic DP is that integration
against a measure is not well-defined for all functions.’® Therefore, the measurability of
functions will be central to the ability to derive a stochastic Dp solution. Furthermore, the
measurable space cannot be arbitrary.

Instead of assuming compactness and the necessary and arbitrary ancillary continuity
assumptions, a solution is sought within a richer set of functions: universally-measurable
functions. Relaxing the measurability restrictions, which expands the class of possible
solutions, is more appealing than imposing strong restrictions that limit the class of possible
solutions. Section 5.3 discusses these trade-offs further.

The following standard definition will be used repeatedly:

Definition 1 (Measurable function). Let X and Y be topological spaces and let §x be any
o-algebra on X and let By be the Borel o-algebra on Y. A function f: X — Yis §-measurable
if f1(B) € Fx VBEBy.

Transition functions are commonly used to incorporate stochastic shocks into a func-
tional equation (see Stokey and Lucas Jr., 1989, pg. 212). The current treatment is similar,
except instead of beginning with transition functions, stochastic kernels are employed.

Definition 2 (Stochastic Kernel). Let X and Y be Borel spaces with By denoting the Borel
o-algebra. Let P(Y) denote the space of probability measures on (Y, By). A stochastic kernel,
q(dy|x), on Y given X is a collection of probability measures in P(Y) parameterized by
x € X If § is a o-algebra on X, and y_l(%p(y)) C & wherey: X — P(Y) is defined by
y(x) = q(dy| x), then q(dy| x) is F-measurable. If y is continuous, g (dy|x) is said to be
continuous.

A stochastic kernel is a special case of a regular conditional probability for a Markov
process, defined in Shiryaev (1996, Definition 6, pg. 226). In abstract terms, if x is taken to
represent the state of the system at time ¢ and the system is Markovian, the conditional
expectation operator applied to an element of Y can, formally be viewed as an integral
against the stochastic kernel, i.e. E[f(x,y)] = [ f(x,y)q(dy|x) (Shiryaev, 1996, Theorem
3, pg. 226). As this definition requires measurability of the function, a measurability
assumption is necessary to define expectations, even before a solution is sought. If a
function, defined on the Cartesian product of XandY, is Borel-measurable and the stochastic
kernel is Borel-measurable, then [ f(x,y)q(dy|x) is Borel-measurable (Bertsekas and
Shreve, 1978, Proposition 7.29, pg. 144). The implication is that the conditional expectation
is Borel-measurable. Integration defined this way operates linearly and obeys classical

*¥The outer integral, which is well-defined for any function, could be used. However, not only is there no
unique definition for the outer integral, but it is not a linear operator. Consequently, expectations would not
be additive. Recursive methods, such as pp, generally require additivity so that the overall problem can be
broken into smaller sub-problems. Barnett et al. (2021) relaxes additivity, but only by restricting the state space
to be finite. The outer integral approach might could provide a generalization of their results, but it is not
clear if the solution would exist and satisfy the Bellman equation or not in an infinite state space.
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convergence theorems. Also, the integral is equal to the appropriate iterated integral on
product spaces. These statements will be clarified in the next section.

As the state space for the problem has not been defined, it may appear that the stochastic
kernel is limited in that it only represents conditional expectations for Markovian systems.
In fact, non-Markovian processes can always be reformulated as Markovian by expanding
the state space. In the sequel, the state space for the problem will be formulated so that
the process is Markovian. Borel measurability, by itself, is not adequate to prove the
existence of the solution. Bertsekas and Shreve (1978) address this problem through a
richer concept of measurability. Their apparatus includes upper semianalytic functions
and measurability with regard to the universal o-algebra. Definitions and relevant results
are presented below; proofs can be found in Aliprantis and Border (2006) and Bertsekas
and Shreve (1978).' The key relation is that the universal o-algebra includes the analytic
o-algebra, which in turn includes the Borel o-algebra. This implies that all Borel-measurable
functions are analytically measurable, and that all analytically measurable functions are
universally measurable. Thus the move to universal measurability is, relative to the Borel
model, relaxing a constraint, instead of imposing a restriction. By moving to universal-
measurability, the information set is enriched and the measurability assumptions are
technically relaxed. Such a relaxation does no damage to the economics behind the model.
The results are standard and the proofs are omitted.

Borel measurability is not adequate for pp, because the orthogonal projection of a Borel
set is not necessarily Borel measurable Specifically, if f: X xY — R*, where R” is the
extended real numbers, is given and f*: X — R" is defined by f*(x) = sup,¢y f(x, y)
then for each ¢ € R, define the set

{xeX|f"(x)>c}=projx({(x,y) € XxY| f(x,y) > c}) (4)

where projy( ) is the projection mapping from X x Y onto X. If f( ) is Borel-measurable
then

{(x,y) € X x Y[ f(x,y) > c} (5)

is Borel-measurable, but { x € X| f*(x) > ¢} may not be Borel-measurable (Blackwell, 1965,
Davidson, 1994, Stokey and Lucas Jr., 1989).

The pp algorithm repeatedly implements such projections, so the conditional expec-
tation of functions like f*( ) will need to be evaluated, requiring that the function is
measurable. This measurability requirement leads to the definition of analytic sets, the
analytic o-algebra, and analytic measurability:

Definition 3 (Analytic sets). A subset A of a Borel space Xis analytic if there exists a Borel
space Y and Borel subset B of X x Y such that A = projy(B). The c-algebra generated by
the analytic sets of X is referred to as the analytic o-algebra, denoted by &/, and functions
that are measurable with respect to it are called analytically measurable.

YFurther references include Davidson (1994), Dudley (1989), Lang (1993), Shiryaev (1996) and Stokey and
Lucas Jr. (1989).

12



Davidson (1994, pg. 329) refers to analytic sets as “nearly” measurable because, for
any measurable space and any measure, p, on that space, the analytic sets are measurable
under the completion of the measure. The completion of a space with respect to a measure
involves setting p(E) = p(A) for any set E such that A ¢ E C B whenever p(A) = p(B).
Effectively, this assigns measure zero to all subsets of measure zero sets (Davidson, 1994,
pg- 39)-

Analytic sets address the problem of measurable selection within a dynamic program,
because, if X and Y are Borel spaces, and, if A C X is analytic and f: X — Y is Borel-
measurable, then f(A) is analytic. This implies that if B ¢ X x Yis analytic then projy(B)
is also analytic. Analytic sets are the smallest groups of sets such that the projection of a
Borel set is a member of the group (Aliprantis and Border, 2006). Analytic sets are used to
define upper semianalytic functions as follows:

Definition 4. Let X be a Borel space and let f: X — R* be a function. Then f( ) is upper
semianalytic if { x € X| f(x) > c} is analytic Vc € R.

The following result is key for the application of the pp algorithm:

Lemma 5. Let X and Y be Borel spaces, and let f: X xY — R* be upper semianalytic, then
f*: X - R” defined by f*(x) = sup f(x,y) is upper semianalytic.

Two important properties of upper semianalytic functions are that the sum of such
functions remains upper semianalytic, and if f: X — R” is upper semianalyticand g : Y —
X is Borel measurable, then the composition f o g is upper semianalytic. Most importantly,
the integral of a bounded upper semianalytic function against a stochastic integral is upper
semianalytic. This is stated as a lemma:

Lemma 6. Let X andY be Borel spaces and let f: XxY — R* be a upper semianalytic function

either bounded above or bounded below. Let q(dy| x) be a Borel- measurable stochastic kernel

onY given X. Then g: X — R* defined by g(x) = [ f(x,y) q(dy|x) is upper semianalytic.
Y

Semianalytic functions have one relevant limitation. If two functions are analytically
measurable, their composition is not necessarily analytically measurable. This difficulty
can be overcome moving to the still richer universally measurable o-algebra:*°

Definition 7 (Universal o-algebra). Let X be a Borel space, P(X) be the set of probability
measures on X, and let Bx(u) denote the completion of B x with respect to the probability
measure p € P(X). The universal o-algebra Uy is defined by

U =) cpcx) Bx(W): (6)

If A € Uy, A is called universally measurable, and functions that are measurable with
respect to Uy are called universally measurable.

**The slightly tighter, but less intuitive, o-algebra of limit measurable sets would be sufficient. Again, moving
to the larger class does not impose any restrictions.
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The universally-measurable g-algebra is the completion of the Borel o-algebra with
respect to every Borel measure. Consequently, it does not depend on any specific Borel
measure. Note that every Borel subset of a Borel space X is also an analytic subset of X,
which implies that the o-algebra generated by the analytic sets is larger than the Borel
o-algebra. The fact that analytic sets are measurable under the completion of any measure
implies that they are universally-measurable, so By C ofx C Uy.

Universal measurability enables the stochastic Dp recursion to be implemented. Of
course, if a stochastic kernel is Borel-measurable, it is universally measurable. With
universally measurable stochastic kernels, integration operates linearly, obeys classical
convergence theorems, and iterates on product spaces. This is stated formally as the
following theorem:

Theorem 8. Let X1, Xy, ... be a sequence of Borel spaces, Y,, = X;x--x X, and Y = Xy xXpx---.
Let u € P(X;) be given and, forn = 1,2,..., let q,(dx,41|y,) be a universally measurable
stochastic kernel on X, | givenY,. Then forn = 2,3, ..., there exist unique probability measures
1y € P(Yy,) such thatvX; € By, ..., X, € Bx,

rn(Xl n-XZ n--n Xn) = J J J qn—l(Xn|xls---’xn—1)
XX, X,

X Qnp(dXp_1 | X1, ..., Xp—p) ... x q1(dxy | x0) p(dxy)  (7)

If f: Y, > R” is universally measurable, and the integral is well-defined,** then

[ ran = [ [+ ] s o s@sl 3o

Y, X, X, X,
X Qnz (Axy—1 | X100, Xp—g) X - x q1(doxz | x1) p(dxy).  (8)

There further exists a unique probability measurer € P(Y) such that for each n the marginal
of ronY, isr,.

The formal definition of the conditional expectations operator is, therefore, the integral
of the function versus r,, or r. This definition allows universally measurable selection:

Theorem 9 (Measurable Selection). Let X andY be Borel spaces, D € X xY be an analytic set
such that Dy ={y|(x,y) € D}, and f: D — R* be an upper semianalytic function. Define
f*+ projy(D) — R* by
fr(x) = sup f(x, ). (9)
yeDy

Then the set I = {x € projx(D) | for some y, € Dy, f(x,y,) = f*(x)} is universally measur-
able, and for every € > 0, there exists a universally measurable function ¢ : proj(D) — Y

#'The integral is well-defined if either the positive or negative parts of the function are finite. Such a function
will be called integrable.
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such that Gr(¢) C D and for all x € projy(D) either
flx, ()] = f*(x) ifxel (10)
or

ff(x)—€ ifxe¢land f*(x) < o

(11)
1/e if x ¢ Iand f*(x) =

flx,¢(x)] =

The selector obtained in Theorem 9, f[x, $(x)] is universally measurable. If the func-
tion ¢ ( ) is restricted to be analytically measurable, then Iis empty and (11) holds. In
this case, the selector is not necessarily universally measurable. For Borel-measurable
functions @( ), the analytic result does not hold uniformly in x. The strong result given
by (10) is only available for universally measurable functions. Similarly, strong results are
available for Borel-measurable functions if significantly stronger regularity assumptions
are maintained.?” The weaker regularity conditions are appealing, as they allow a solution
without imposing restrictions on the economics of the problem.

5 Stochastic Dynamic Programming

There are several issues with simply applying P to the smMrur decision problem. First,
the functional form of the utility function is not specified, as doing so would restrict the
applicability of the results. Second, as previously discussed, there are a number of technical
difficulties in applying DP methods in a general stochastic setting. Section 3’s measure
theory was developed to overcome these difficulties.?3

Three tasks are repeatedly performed in the DP recursion. First, a conditional expec-
tation is evaluated. Second, the supremum of an extended real-valued function in two
(vector-valued) variables, the state and the control, is found over the set of admissible
control values. Finally, a selector which maps each state to a control that (nearly) achieves
the supremum in the second step is chosen. Each of these steps involves mathematical
challenges in the stochastic context. An especially important technical concern is that the
measurability assumptions not be destroyed by any of the three steps.

The first and second steps require that the expectation operator can be iterated and
interchanged with the supremum operator. As shown in Section 4, these requirements
are met by the integral definition of the expectations operator, for either the Borel- or
universally-measurable specifications. Step two encounters a problem with measurability,
because of the issue with projections of Borel sets also discussed in the previous section.
Analytic-measurability is sufficient to address this particular problem, but such measurabil-
ity is not necessarily preserved by the composition of two functions. Using semianalytic

**For example, Stokey and Lucas Jr. (1989) assume that D is compact, and fis upper semicontinuous.
*3For further references to DP in measure spaces, see Blackwell (1965, 1970), Strauch (1966), Hinderer (1970),
Blackwell et al. (1974), Dynkin and Juskevic (1975).
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functions and assuming universal-measurability solves this problem. Universal measurabil-
ity also allows measurable selection under mild regularity conditions, addressing the third
step without assuming that policy is compact-valued and upper hemi-continuous as is done
in Stokey and Lucas Jr. (1989). As all three steps of the pp algorithm can be implemented
for the stochastic problem, the existence of an optimal or nearly optimal program can
be proven. Furthermore, the principal of optimality holds for the (near) optimal value
function.

To show that these results are applicable to sMIur models, the problem laid out in (2)
is mapped into Bertsekas and Shreve’s general stochastic bp model. One adjustment is
necessary as Bertsekas and Shreve define lower semianalytic functions rather than upper
semianalytic functions, because their exposition addresses the finding the infinum of a
function. This difference requires careful adjustment of their regularity conditions.

5.1 General Framework

Following Bertsekas and Shreve (1978, pg. 188-189), the general infinite horizon model is
defined as follows:

Definition 10 (Stochastic Optimal Control Model). A infinite horizon stochastic optimal
control model is an eight-tuple (X,Y, S, Z, q, f, B, g) where:

X State space: a non-empty Borel space;

Y Control space: a non-empty Borel space;

S Control constraint: a function from X to the set of non-empty subsets of Y.
The setT = {(x,y)|x € X,y € S(x) } is assumed to be analytic in X xY;

Z Disturbance space: a non-empty Borel space;

q(dz|x, y)] Disturbance kernel: a Borel-measurable stochastic kernel on Z given X xY;

f System function: a Borel-measurable function from X xY x Zto X;

B Discount factor: a positive real number; and

g One-stage value function: an upper semianalytic function from I to R”.

The filtered probability space used in the stochastic optimal control model consists of
four elements: 1) the (Cartesian) product of the disturbance space with the infinite product
of the state and control spaces, Z x (II}2, (X xY);); 2) a o-algebra (generally universally
measurable) on that product space; 3) the probability measure defined in Theorem 8 on
page 14; and, 4) the filtration defined by the restriction to the product of the state and
control spaces that have already occurred, (Hf:_t1 (X; x Y;)) x X, where it is understood that
each space is a copy of the respective space.

Establishing the existence of a solution to a stochastic optimal control model means
establishing the existence of an optimal policy for the problem. Specifically, the following
definitions from Bertsekas and Shreve (1978) are used:

Definition 11 (Policy). A policy is a sequence ¢ = (¢, P41, ...) such that, for each s €
{t,t+1,..},
¢s(dys | Xt Yo ooo5 Ys—15 xs) (12)
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is a universally measurable stochastic kernel on Y, given X xY x - x Y x X satisfying

Ps(S(e) [ % o w05 Vo1 %) = 1, (13)

for every (x4, ¥, ..., ¥s_1, X5). If for every s, ¢ is parameterized by only x,, then ¢; is a
Markov policy. Alternatively, if for every s, ¢, is parameterized by only (%, x;), then ¢
is a semi-Markov policy. The set of all Markov policies, ®, is contained in the set of all
semi-Markov policies, ®’. If for each s and (x;, y5, .-, Ys—1, X5)s Ds (Vs | X5 Voo oo > Vo1, Xs)
assigns mass one to some element of Y, ¢ is non-randomized. If ¢ is a Markov policy of the
form ¢ = (@, ¢, ¢y, ...), it is called stationary.

Definition 12 (Value Function). Let ¢ be a policy for the infinite horizon model. The
(infinite horizon) value function corresponding to ¢ at x € Xis

Vp(x) = J [Z Bg (x, )’k)] dr(¢, pix)

o (14)

= 5[ [ g decs .0
k=0

where, for each ¢ € & and u € P(X), r(¢, i) is the unique probability measure defined in
equation (7) and, for every k, the (¢, i) is the appropriate marginal measure.?* The
(infinite horizon) optimal value function at x € Xis V*(x) = SUPgeqr Vi (x).

Note that the optimal value function is defined over semi-Markov policies; this is
without loss of generality. Furthermore, Bertsekas and Shreve (1978, pg. 216) show that
the optimal value can be reached by only considering Markov policies. The advantage of
including semi-Markov policies is that the optimum may require a randomized Markov
policy, but only need a non-randomized semi-Markov policy. Finally, the Jankov-von
Neumann theorem guarantees the existence of at least one non-randomized Markov policy
so ® and @’ are non-empty.

The following defines optimality for policies:

Definition 13 (Optimal policies). If € > 0, the policy ¢ is e-optimal if

Vix)—e ifV*(x) <o
@2 iV (x) = oo (15)

for every x € X. The policy ¢ is optimal if Vi (x) = V* (x).

In the next subsection, equation (2) is restated in this optimal control framework. The
last subsection addresses what conditions are need to guarantee the existence of a (nearly)
optimal policy.

*#The interchange of the integral and the summation is justified by either the monotone or bounded
convergence theorems.
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5.2 Restating the Household Problem

Embedding the household decision problem into this framework requires specifying the
state and control spaces. Since the spaces in this problem are all finite Euclidean spaces,
the state and control spaces will be Borel no matter how defined. For a utility problem,
it is natural to generally define ‘prices’ as states and ‘quantities’ as controls, but there
is no unique specification required for the pp algorithm. Also, if the utility function
demonstrated habit persistence as in Barnett and Wu (2005), lagged consumption variables
would naturally be state variables in the current stage.

Define the period s states by x; = (&, ¢;), where a; = (a;_;, A;_1) and g, denotes the
vector of interest rates, prices, and other income that were realized at the beginning of
period s, normalized by p;,

P: ps 1 ps 1 pl S Pns Is
1+ pp s 1+ py, ) — — 1. (16)
( 1,s 1) p ( S— 1) s s 1 s ps ps Ps
Interest rates Prices

The period s controls are defined to be y; = (0,, ¢;) where 6 = (a,, A). The state space
X is (2k + n + 2)-dimensional Euclidean space, and the control space Y is a subset of
(k +n + 1)-dimensional Euclidean space. This notation is useful in what follows. Again
note that, for s < oo, elements of a; and A; may be negative, so that short-selling is allowed.

The budget constraint can be used to eliminate one of the controls, because the con-
straint will hold exactly at every time-period for any optimal solution. Therefore, a
redundant control has been specified and the set of admissible controls actually lie in a
(k + n)-dimensional linear subspace of Y. Besides satisfying the budget constraint, the
control variables need to be inside the survival set. By leaving in the redundant control, it
is easier to explicitly specify this constraint. The controls set can be written as a function
of only period s states and controls as

k+1 k+1+n
S(x) = gy €Y Z (0 — %) + Z %Y] Vkinz <0 (17)
j=k+2

where the period subscript s has been suppressed and the other subscripts denote positions
in the respective vector. The first key assumption is

Criterion 14. Assume thatT = {(x,y)|x € X,y € S(x) } is analytic in X x Y.
The system function has a relatively simple form. It is defined by
Xo1 = (Fer1, Por1) = [(Xe: Vo Z5) = (O, s + ) (18)

In words, the first partition of the states evolves according to the simple rule e, ; = 6,, and
the second evolves as a state-dependent stochastic process, according to @, 1 = @ + 2.
If z;was a pure white noise process, then g would be a random walk.

*This would have to slightly modified to account for the model in Barnett and Wu (2005) that includes
habit persistence.
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The discount factor is defined by f = 1/(1 + £) and satisfies 0 < f# < 1. The one-stage
value function g (x;, y;) is simply the period utility function as g(x,,y,) = g(y) = u(a,, cy);
it is a function of only the controls.?® The framework would allow g( ) to be time-varying
or to depend on the states, however, this would complicate the derivation of stochastic
Euler equations in Section 6. The remaining assumption, which completes the mapping of
the stochastic utility problem into the pp model, is:

Criterion 15. Assume that g(y) is an upper semianalytic function fromT to R*.

The assumptions are mathematically much weaker than the assumptions used in the
standard economic text Stokey and Lucas Jr. (1989). More importantly, the assumptions
are economically weaker; the key assumption is a richer model of uncertainty, rather
than continuity restrictions on the value function, and compactness of constraint set.
Furthermore, rather than assume that measurable selection is feasible, or equivalently rather
than just assume the measurability challenges with applying bp don’t exist, measurable
selection can be shown to be feasible under this richer definition of uncertainty.

5.3 Existence of a Solution and the Principal of Optimality

The existence of a solution to the household decision problem or equivalently the existence
of a (nearly) optimal policy can now be proved. First, as it is easier, the optimal value
function is shown to satisfy a stochastic version of Bellman’s equation and the Principal of
Optimality. The result is most cleanly stated using the following definition:

Definition 16 (State transition kernel). The state transition kernel on X given X x Yis

defined by

t(B|x,y) = q({z| f(x,y,2) € B} x,¥) = ¢(f ' (B)(x) | %, )- (19)

Thus, t(B| x, y) is the probability that the state at time (s + 1) is in B given that the state at
time s is x and the control is y. Note that t(dx’ | x, y) inherits the measurability properties
of the stochastic kernel.

Then the following mapping helps to state results concisely:
Definition 17. Let V: X — R be universally measurable. Define the operator T by
T(V)= sup {g(y)+ ﬁIV(x’) tdx" | x,y)¢. (20)
yeS(x) %

Several lemmas characterize the optimal policies. The following lemma shows that the
optimal value function for the problem satisfies a functional recursion that is a stochastic
version of Bellman’s equation.

26Recall that there is a redundant control.
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Lemma 18. The optimal value function V* (x) satisfies V* = T(V*) for every x € X.

This necessity result implies that an optimal policy is a fixed point of the mapping that
is implicitly defined in the lemma. The following sufficiency result implies that a stochastic
version of Bellman’s principal of optimality holds for stationary policies.

Lemma 19 (Principal of Optimality). Let¢ = (¢, ¢, ...) be a stationary policy. Then the policy
is optimal iff Va = T(Vg) foreveryx € X.

Before examining existence of optimal policies, note that the measurability assumptions
already imply the existence of an e-optimal policy. From Proposition 9.20 in Bertsekas and
Shreve (1978, pg. 239), the non-negativity of the utility function is enough to assert the
existence of an e-optimal policy using similar arguments as in the previous lemmas.

Lemma 20. For each € > 0, there exists an e-optimal non-randomized semi-Markov policy
for the infinite horizon problem. If for each x € X there exists a policy for the infinite horizon
problem, which is optimal at x, then there exists a semi-Markov (randomized) optimal policy.

The fact that existence of any optimal policy is sufficient for the existence of a semi-
Markov randomized optimal policy is important. The primary concern is with the first
period return or utility function. For the initial period, the semi-Markov e-optimal policy
is Markov as clearly @(dy;|x, x) = ¢(dy;| x;). If e-optimality is judged to be sufficient,
then simply use g (&: ) where ;b: is the first element of the optimal policy. The principal of
optimality would only hold approximately, however. Similarly, if an optimal policy does
actually exist, the randomness is not an issue as the optimal policy is non-random in the
first element. In that case, the principal of optimality may not hold as equation (2) is only
guaranteed to hold for stationary policies. Consequently, minimal additional assumptions
are useful.

Before making these additional assumptions, define the pr algorithm as follows:

Definition 21 (Dynamic Programming Algorithm). The algorithm is defined recursively
by

Vo(x)=0 Vxe X (21)

Vi1 (0) = T(Vie (%) vxe X, k=0,1,... (22)

Proposition 9.14 of Bertsekas and Shreve (1978) implies that the algorithm converges
for the problem as stated in the following lemma.

Lemma 22. V, =V*

Unfortunately, the convergence is not necessarily uniform in x. Additionally, it is not
possible to synthesize the optimal policy from the algorithm, as is the case for deterministic
problems, because Vj, while universally measurable, is not necessarily semianalytic for
all k.

The regularity assumptions are strengthened by imposing a mild boundedness assump-
tion.
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Criterion 23 (Boundedness). Assume thatVi and Vs € {t,t + 1,...}, ; s> 0. Further assume
that the single stage utility function contains no points of global satiation.

Assuming Criterion 23 leads to stronger results. First, under this boundedness condition,
the pp algorithm converges uniformly for any initial upper semianalytic function not just
zero. Furthermore, necessary and sufficient conditions for the existence of an optimal
policy are available. Note that the condition would be violated by quadratic utility functions
that have a “bliss point” (Jappelli and Pistaferri, 2017).

Lemma 24 (Existence). Assume Criterion 23 holds. Then for each € > 0, there exists an
e-optimal non-randomized stationary Markov policy. If for each x € X there exists a policy
for the infinite horizon problem, which is optimal at x, then there exists an unique optimal
non-randomized stationary policy. Furthermore, there is an optimal policy if and only if for
each x € X the supremum in

sup {g(¥) + BxV" (x") t(dx" | x,9)} (23)
yeS(x)

is achieved.

Combining this lemma with Lemma 19 implies that there exists an optimal policy if
and only if there exists a stationary policy such that V$ = T(Vg) for every x € X It is clear
that the e-optimal non-randomized stationary Markov policy is the universally measurable
selector from Theorem 9 on page 14. If universally measurable selection is assumed to be
possible (i.e. the set I defined in Theorem g is the entire set D), then the supremum will
be achieved. This assumption is weaker than requiring that Borel-measurable selection
is possible, as in Stokey and Lucas Jr. (1989). The assumption is also weaker than the
regularity conditions needed to solve semicontinuous models in Bertsekas and Shreve
(1978), which have Borel-measurable optimal plans. The following lemma, which follows
from Proposition 9.17 of Bertsekas and Shreve (1978) supplies a sufficient condition for the
supremum to be achieved.

Lemma 25. Under Criterion 23, if there exists a non-negative integer k such that for each
x € X, A€eR, andk >k, the set

Se(x ) = {y € S(x)

gO)+h j Vi) 1’ 15,) 2 2] (24)

is compact in Y then there exists a non-randomized optimal stationary policy for the infinite
horizon problem.

This is a weaker condition than assuming that the constraint sets are compact or that T
is upper hemi-continuous. If the supremum in (23) is achieved for the initial state x; € X,
the boundedness assumption implies that a unique stationary non-random Markov optimal
plan exists.
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6 Stochastic Euler Equations

In this section, Euler equations for the stochastic decision are derived. Although necessary
and sufficient conditions for the optimum to exist have been established, the stronger
characterization given by Euler equations is often needed and is always useful. The
usefulness of stochastic Euler equations is discussed in Stokey and Lucas Jr. (1989, pg. 280-
283).

Bellman’s equation, which has been shown to hold, can be used to derive stochastic
Euler equations. Of course, the optimal value function needs to be differentiable. In
addition, it must be possible to interchange the order of integration. The interchange is
possible, for example, if each partial derivative of Vis absolutely integrable (Blume et al.,
1982, Lang, 1993, Stokey and Lucas Jr., 1989, Theorem 9.10, pg. 266-257). In the present
case, it is sufficient to show that the value function is differentiable on an open subset
containing x;, because of Criterion 23. Then the value function meets the conditions in
Mattner (2001), particularly the locally bounded assumption, and the interchange is valid.*”
The envelope theorem then implies the following two results. First, the optimal solution
inherits differentiability. Second, the stochastic Euler equations proposed in Barnett et al.
(1997) can be derived. More generally, this derivation demonstrates that stochastic Euler
equations can be derived for the class of models.

Theorem 26 (Differentiability of the Value Function). If U( ) is concave and differentiable,
then the value function is differentiable.

Proof. Let é denote the optimal stationary non-random Markov policy. Note that at time s,
¢ is a function of x,. To simplify notation, let V(x) = V$ (x). Bellman’s equation implies

V() = g(F() + f j V[ 3®.2)] pldzlx.y) (25)

V4

holds for any x;. Note x4 = f(34, 2), so the value function within the integral is being
evaluated one period into the future. Let x° denote the actual initial state. For x € N(x°),
where N (xo) is a neighborhood of x°, define

169 = (30 + [ VLG (). 2)] plazl ), =

z

In words, J(x) is the value function with the policy constrained to be the optimal policy
for x°. Clearly, ](xo) = V$ (xo) and, Vx € N(xo), J(x) < V$ (x) because qS(xO) is not the
optimal policy for x # x°. If the original utility function U( ) is concave and differentiable
then so is u( ) and therefore g( ). This assumption implies that J(x) is also concave and
differentiable. The envelope theorem from Benveniste and Scheinkman (1979) combined

*’The theorem actually applies to holomorphic functions, but the proof can be readily adapted for first-order
(real) differentiable function.
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with the fact that the policy ¢ is optimal uniformly in x then implies that V$ (x) is differ-

entiable for all x € int(X), As prices and rates of return are assumed to be larger than
zero, the only initial conditions for which V$ (x) is not differentiable are infinite (positive

or negative) initial asset endowments, which can be excluded. O

Theorem 27 (Stochastic Euler Equations). If U( ) is concave and differentiable. Then the
stochastic Euler equations for (2) are,

ou(a;,¢f) ou(af,c) j2e au(at+l’ct+1)
t/_ Lo E|(1+ py) = (27)
oa; ac 1+¢& 1
and
ou(a;,c;) s au(at+l’ct+l)
—~ Et (1+R) = (28)
¢ Pri1

where a; and ¢i are the controls specified by the non-randomized optimal stationary policy
and ¢’ is an arbitrary numéraire.

To be clear, these Euler equations are not new, having been derived in Barnett (1995)
and Barnett et al. (1997). However, the derivation here formally establishes their validity
under weak measurability conditions. In contrast, prior derivations assumed that Bellman’s
equation applied and that it could be differentiated. As discussed extensively in Bertsekas
and Shreve (1978), assuming that Bellman’s equation applies to stochastic problems is a
material assumption. Further the differentiability of a stochastic Bellman’s equation had
not been previously established.

The implications of these stochastic Euler equations have been extensively discussed
and extended in the monetary aggregation literature cited. Briefly, to provide some intuition
on their meaning, substitute from (28) into (27). The linearity of the conditional expectations
operator implied by the linearity of the well-defined integral, produces

*

ou(a;,c;’) /da;= gEt (R — Pzt) o U (a515641) (29)
t+1

where uy (af1. 1) = du(aj 4. ¢q) /dc’. The first order condition for a simple utility

maximization problem for consumption goods is Zzggjgzi = %.28 Similarly, the right-
i i

hand side of (29) defines the relevant information for assets’ relative prices; it implies a
generalized user cost for risky assets (Barnett et al., 1997). From these stochastic Euler
equations, the relative prices or the user costs for assets generally depend on a trade-off
between an asset’s rate of return, risk, and the liquidity, or monetary services, the asset
provides in terms of its contribution to utility. The three-way trade-off generalizes much

“There are, of course, n other equations for differentiation with respect to elements of c. These equations
are simpler in that they are non-stochastic.
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of the voluminous asset-pricing literature in finance, where only the two-dimensional
trade-off between risk and return is considered. The results in (29) define an asset pricing
rule that is a strict generalization of the consumption cApMm asset pricing rule.

As shown by Barnett et al. (1997), the trade-off simplifies to a trade-off between liquidity
and expected returns under risk neutrality, which mirrors the deterministic case. If the
marginal utility of consumption defined in the numéraire u, (a1, ¢;1 ) is independent of
the nominal interest rates then

1 P
ou(ar,ci)/ dai=—F [(Rt = pir) Tt] E;[uer (0110 641) ] (30)
£ Pr+1

and the ratio between any two assets would be

u (a;: C;) /aai _ Et [ (Rt - pi,t) (31)

qulaf,c) /oa; [ (R—pjs) |

This ratio is the same as the deterministic case, except that it depends on expected values.
From the earlier discussion, under certainty equivalence solving a deterministic problem
using expected values replicates the stochastic solution. Therefore, imposing certainty
equivalence implies the independence of marginal consumption from interest rates, which
illustrates how certainty equivalence makes risk largely inconsequential for stochastic
decision problems.*?

7 Conclusion

Ljungqvist and Sargent (2004, pg. 19) argue that increasing the range of problems amenable
to recursive techniques has been one of the key advances in macroeconomic theory. They
refer to the “art” of choosing the right state variables so that a problem can be solved
through recursive techniques as crucial to this advance (pg. 16). This paper takes a
different approach towards the same goal; the art has been in defining the characteristics
of the state and control spaces. The choice of space and the subsequent measurability
assumptions allow sMIur models to be solved through the pp recursion. The results mirror
those that are available for deterministic dynamic problems: an unique solution exists
that can be differentiated to derive (stochastic) Euler equations. The results firm up the
mathematical foundations of the monetary aggregation literature and other research that
employs sMIUF models or stochastic models that are special cases of the sMiur model, such
as consumption CAPM.

The method used in this paper requires regularity conditions that are less restrictive
than other approaches. Even more importantly, the regularity conditions do not restrict the
economics of the problem. Consequently, the results are broadly applicable to monetary and

»As quadratic utility generally exhibits increasing risk aversion (Jappelli and Pistaferri, 2017), further
research is needed to explore the relationship between risk neutrality and certainty equivalence in this decision
problem, as either assumption results in equation (31) holding.
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financial models, particularly the many models where the existence of a solution was just
assumed. The approach to modeling uncertainty can be applied to other stochastic economic
models, but applying risk to financial assets is the clear starting point for introducing
contemporaneous uncertainty. Extending the method to derive stochastic Euler equations
increases the utility of Bertsekas and Shreve’s measurabilty approach to stochastic pp.
Consequently, more monetary and financial models, where risk plays a central role, can be
solved without imposing restrictive conditions. Furthermore, the approach can be applied
broadly to other decision problems with contemporaneous uncertainty: for example, utility
maximization problems where the current prices of goods and services are uncertain, due
to search costs or some other informational friction.

The smIUF problem integrates monetary and finance models, containing important
examples from each as special cases. Further work on integrating aspects of finance into
models of money could address both the fact that technological and theoretical advances
have been steadily increasing the liquidity of risky assets and the fact there is little consensus
on how to model risk. In particular, the development of crypto-currencies and stable coins
makes being able to model risky money even more important. Consequently, formally
establishing the underpinnings of the expected utility framework, which is the most
commonly used approach, is critical. The research could also benefit from further work,
like in Barnett et al. (2021), to adapt sM1UF models for alternative models of risk, particularly
if the expected utility framework seems less appropriate to new developments in digital
money.
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Appendix

A.1 Proof of Lemma 18

Proof. Note that g(y) is upper semianalytic and non-negative. This implies that —g(y) is
lower semianalytic and non-positive. Also

V() = j [Z B (—g G ykﬂ»] dr(, 1) = ~Vy () (32)
k=0

and V* (x) = infyeq V (x) = =V* (x). Then from Proposition 9.8 in Bertsekas and Shreve
(1978, pg. 225),

700 = inf g+ | 7 6rar | x] (39

since —g(y) satisfies their assumption labeled (N) on page 214. Taking the negative of each
side implies the result as the negation can be taken inside the integral. O

A.2 Proof of Lemma 19

Proof. Following the same argumentation as in the previous lemma, given the properties of
g(y) the result holds for ‘75 (x) by Proposition 9.13 in Bertsekas and Shreve (1978, pg. 228),
which implies the result. O

A.3 Proof of Lemma 24

Proof. Criterion 23 and the Transversality condition given in (3) imply that g(y) is bounded
over I so that 3b such that V(x,y) € T, g(y) < b. Since g(y) > 0, obviously g(y) > —b.
Also recall that f = 1/(1 + &) so that 0 < f < 1. This implies that the problem satisfies
the assumption labeled (D) in Bertsekas and Shreve (1978, pg. 214). The lemma follows
from Proposition 9.19, Proposition 9.12 and Corollary 9.12.1 in Bertsekas and Shreve (1978,

pg. 228). O
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A.4 Proof of Theorem 27

Proof. Using the notation from the proof of Theorem 26, the envelope theorem implies that

_ %)

0 ox

ag(x, o (x
() = 289G

P (34)

Vx (XO) =Jx

X=X X=X

where V, (x) is a vector-valued function whose i element is given by

ag(x, ¢ (x))/ox;. (35)

The differentiability of the value function combined with the ability to interchange dif-
ferentiation with integration for the stochastic integral, imply that the necessary conditions
for ¢ (x?) to be optimal are

aV,(x)

dy

=0 (36)
y=¢(x°)
where 9V/dy s a vector-valued function whose i element is given by aV/dy;. It follows
that the stochastic Euler equation is

f(y,2)
oy

og(») N
ay

=0 (37)
y=¢(x)

p(dz] x,y)

B j ¥, Lf(2)]
Z

where 9g/dyis a k + n + 1 vector-valued function whose i element dg/dy;, 9f/dyis a
k +n+1by 2k +n + 2 matrix with i,j element 9 f;/9y;. Equation (34) can be used to replace
the unknown value function, so that (37) becomes

a8 (y) ag(y) af(y.2)
0 [ EVLLD paz 5y =0 (59
y dx 9y _
z y=9(x)
The simple form of the system equation implies that
9f /9y = [lesntx(kin+1) Okn+xkn) ] (39)
so that (38) becomes,
2g(y) 2g(y)
BV | EL pazl xy)| = (40
y ox -
z y=9(x)

Using the fact that there is a redundant control at the optimum, an element can be eliminated
from ¢ (x). In particular, choose an arbitrary element of ¢. Denote this numéraire element
by ¢’, and the remaining n — 1 elements of ¢ by c_. Assume without loss of generality that
p’ = p* sothat ¥’ = 1 where ¢’ is the element of ¢ that coincides with ¢’. To further
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simplify notation, let y;" denote y evaluated at the optimum at time s. Then using the
obvious notation, g(y;) = g(6;,c*,¢’*) and (40) implies that, fori € {1,...,k},

9g (0, cZp ™) _ ag (OF ¢y, cf™)
891‘ oc’

g0 1, ¢ i e, *
+ﬁj(¢lt+1) g( t+1 t+1 Ct+l) (dz|x,y)=0.

Also, taking the derivative with regards to ;. (the benchmark asset) implies

G 98671 i1 1) «
B d) ﬁj(tﬁkﬂm) LD e vy =0 ()
Substituting the original notation proves the result. O
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